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1. Overview
Deep convective clouds (DCCs) overshooting tropical tropopause layer (TTL) are used as targets for the solar channel calibration. The DCC target is identified when cold brightness temperature at infrared window channel (e.g., 11 μm) is appeared, assuming that the infrared channel is well calibrated from other independent devices, such as black body calibrator. After selecting DCC targets, typical optical properties are assumed in the radiative transfer model (RTM), based on the examination of DCC properties using Moderate Resolution Imaging Spectroradiometer (MODIS) cloud products. Reference values of sensor-reaching radiances are then produced from theoretical calculation, and these values are compared with Level 1B radiance products for the calibration monitoring. More detailed description of DCC calibration method can be found in Sohn et al. (2009) and Ham and Sohn (2010). 
Table 1. Thresholds of DCC targets. STD(TB11) represents standard deviation of window channel (11 μm) brightness temperature; and STD(R0.6) and Mean(R0.6) represent standard deviation and mean of visible reflectance in surrounding 10 km × 10 km area.
Thresholds of DCC targets                       
Solar geometry  

SZA ≤ 40°
Viewing geometry
VZA ≤ 40°
Surface type

No restriction
Cloud conditions

TB11 ≤ 190 K



STD(TB11) ≤ 1 K




STD(R0.6)/Mean(R0.6) ≤ 0.03
2. Selection of DCC targets
DCCs are defined as highly convective clouds whose tops extend from 14 to 19 km. The temperature of the ascending air decreases continuously with the ascent motion, following a near-dry adiabat because of the little amount of water vapor available within the air. Therefore, overshooting DCCs represent cloud top temperatures lower than the TTL temperature. Since the standard atmosphere shows that the TTL temperature over the tropics is around 190 K, DCCs overshooting the TTL likely have their cloud top temperatures lower than 190 K. Thus, the window channel (11 μm) brightness temperature (TB11) ≤ 190 K can be used as a criterion for determining DCCs overshooting the TTL. 
In addition, two types of homogeneity checks are applied to avoid selection of cloud edges or small-scale plumes. Pixels are selected when the standard deviation (STD) of the visible reflectance of the surrounding pixels over 10 km × 10 km area normalized by their mean value is less than 0.03, and the STD of TB11 for the same area is less than 1 K. 
Solar zenith angle (SZA) ≤ 40° and viewing zenith angle (VZA) ≤ 40° are applied to minimize navigation errors and three-dimensional (3-D) radiative effects. All threshold of DCC targets are summarized in Table 1.

3. Typical properties of DCCs
For the theoretical DCC simulation, we adopted typical DCC properties obtained in Sohn et al. (2009). In Sohn et al. (2009), DCC pixels were chosen based on the thresholds described in section 2, then cloud properties were examined using MODIS cloud products. Amongst selected DCC pixels, 20.8% of the pixels show cloud optical thickness (COT) between 100 and 150, and 70% of the pixels show COT greater than 150. Only 9.2% of pixels show smaller COT than 100. In addition, effective radius (re) of DCCs are between 10 μm and 30 μm, and high frequency is shown at re of 20 μm. Therefore, we defined typical DCC optical properties in terms of COT = 200 and re is 20 μm.
4. Model calculation

TOA radiances are simulated under cloudy conditions by using the Santa Barbara Disort Radiative Transfer (SBDART; Ricchiazzi et al., 1998), implemented with 20 streams. The bulk scattering properties for ice particles (Baum et al., 2005a,b; hereafter referred to as the Baum scattering model) are used as scattering database in the RTM. The Baum scattering model includes extinction efficiency, single scattering albedo, and phase function, as a function of effective radius. Note that phase function of ice particle shows a strong forward peak, which may mean that thousands of Legendre terms are required for the accurate calculation. To reduce the computational burden without degrading computational accuracy, the delta-fit method (Hu et al., 2000) is used to truncate the scattering phase function in the forward directions. Additionally, the delta-transmission associated with the scattering of radiation by ice crystals is taken into account in this study. 
To prescribe the altitude and thickness of a DCC, the cloud top and cloud base heights are assumed to be 15 and 1 km, respectively, resulting in a geometric thickness of 14 km. This assumption is reasonable because convectively active clouds overshooting the TTL are usually thicker than 10 km (Chung et al., 2008; Luo et al., 2008). As discussed in section 3, COT is assumed as 200, and re is assumed as 20 μm. 
Since the reflection from a deep cloud layer should be much larger than the contributions from the surface and the molecular scattering above the cloud, influences of the surface and atmosphere on the TOA visible radiances are negligible. Therefore, atmospheric thermodynamic conditions can be represented in terms of the standard tropical profile (McClatchey et al., 1972). An oceanic bidirectional reflectance distribution function (BRDF) model (Vermote et al., 1997) is used for considering the variations of reflectance, including sun glint, with the viewing geometry.
Finally, bidirectional reflectance at the satellite level is calculated using RTM for the given satellite VZA, the viewing azimuth angle (VAA), the SZA, and the solar azimuth angle (SAA), with a priori described cloud, surface, and atmospheric properties. Table 2 summarizes RTM input parameters used in this study for simulating sensor-reaching radiances. 
Table 2. RTM input parameters for producing sensor-reaching radiances over DCC targets.

RTM input parameters of DCC targets                        
# of streams

20

Geometries  

SZA, VZA, SAA, VAA

Surface


Ocean BRDF model

Atmosphere

Tropical standard profiles

Cloud conditions

Ice phase (use Baum scattering model)

COT = 200



Effective radius = 20 μm



Cloud top height = 15 km     



Cloud geometrical depth = 14 km       
5. Error budget

A detailed error analysis of the DCC method is given in Appendix of Sohn et al. (2009). Here we provide brief explanation of these results. Sensitivity of 0.646-μm bidirectional reflectance factor (BRF) to the change of surface, atmosphere, aerosol, and cloud parameters are represented in Table 3. The sensitivity of BRF is defined as the maximum change of BRF caused by change of input parameter from a reference condition. Since various combinations of solar and viewing geometries are considered for each sensitivity test, we choose the maximum variation of BRF amongst various geometries.
The range of 0–0.4 Lambertian surface albedo is shown to cause uncertainty of TOA BRF up to 0.09% from the reference BRF obtained using ocean BRDF model. Such small difference seems to be negligible in these deep convective cases. Uncertainties induced by incorrect atmospheric profiles in 0.646-mm BRF simulations are also examined using the midlatitude summer (MLS) profile, and uncertainties are assessed as the deviation from those of the tropical atmosphere profile (TRO). About 1.3% of BRF changes are noted when the TRO profile was replaced by the MLS profile. However, considering that DCCs occurred mainly over low latitudes, the actual uncertainty range caused by an incorrect assignment of atmospheric profile should be much smaller than 1.3%. Aerosol effect in the given range of the aerosol optical thickness (AOT; i.e., 0–3) appears negligible as expected. 
By contrast, cloud parameters such as COT and effective radius show relatively large impacts on the BRF simulation. About 4.4%–4.8% of BRF changes are shown in the COT range (i.e., 100–400) when COT = 200 is used as a reference value. Also noted are 1.6%–3% of BRF changes within the 10–30 μm range of effective radius, compared to BRF from re = 20 μm. Cloud top height (Zc) and cloud geometrical depth (∆Zc) appear to cause minor changes (<1%) in BRF.

Overall it can be concluded that COT and effective radius are dominant factors to determine the accuracy of simulated BRFs. Considering that the simulation errors caused by surface, atmospheric, and aerosol properties are relatively small and that they should not be correlated with each other, those errors seem to be reduced by spatial or temporal averaging. In this study, daily averaging is performed only if the number of selected DCC targets is greater than 10 per day. Therefore, simulation errors should be mainly from the incorrect assignment of COT and effective radius, but maximum error appears to be within about 5% in the given input ranges.
Table 3. Uncertainty ranges (%) in simulations of 0.646-μm channel reflectance, caused by changes in surface reflectance, atmospheric profile, aerosol, and cloud parameters. For calculating the TOA BRF for a given value (within the given range) of one parameter in interest, other parameters are held fixed using their respective reference values. Uncertainty for one parameter is expressed in % change from its reference value, within the input range. TRO: tropical atmosphere, MLS: mid-latitude summer atmosphere, AOT: aerosol optical thickness, COT: cloud optical thickness, re: cloud effective radius, Zc: cloud top height, ∆Zc: cloud geometrical depth.


Input 

Surface
Atmos.
AOT


Cloud               

Parameters

Albedo
Profiles
at 0.55 μm
COT
re (μm)
Zc (km)
∆Zc      

Reference value

Oceanic
TRO
0
200
20 μm
15 km
14 km    


Input range

0 – 0.4
MLS
0 – 3
100 – 400
10 – 30
12 – 18
10 – 14   

Maximum
SZA=0°
0.09%
1.29%
0.14%
4.79%
1.64%
0.15%
0.24%
       Uncertainty
SZA=10°
0.09%
1.29%
0.14%
4.79%
1.96%
0.16%
0.24%




SZA=20°
0.09%
1.29%
0.14%
4.74%
2.35%
0.18%
0.24%



SZA=30°
0.09%
1.30%
0.14%
4.60%
3.02%
0.21%
0.24%




SZA=40°
0.08%
1.30%
0.13%
4.41%
3.02%
0.21%
0.23%    
6. Example of application
To evaluate DCC calibration method, the method is applied to well-calibrated MODIS visible channel. Figure 1 represents comparison between simulated and measured MODIS 0.6-μm channel reflectances. For both Terra and Aqua MODIS, simulated reflectances show good agreement with measured reflectances, manifesting that radiative simulation of the DCC targets have better than 5% accuracy. 
In Fig. 2, DCC method is applied to Meteosat-8 and Meteosat-9 Spinning Enhanced Visible Infra-Red Imager (SEVIRI) 0.6-μm channels. Since simulation accuracy for the DCC targets is evaluated from the MODIS simulation, in this case simulated reflectance is used as a reference to examine SEVIRI radiance measurements. The measured reflectances are smaller than simulated reflectances by 7.5–9.6%, suggesting that SEVIRI calibration coefficient may be underestimated with the same degree. Comparing with regression lines from inter-calibration (grey lines in Fig. 2) and liquid cloud methods (black lines in Fig. 2), the DCC method seems to suggest larger deviation between simulated and measured reflectances. This may be interpreted as the saturation characteristics of SEVIRI visible channels when targets are highly reflective. 
In Fig. 3, DCC method is applied to Multi-functional Transport Satellite (MTSAT)-1R 0.7-μm channel. The deviation between simulated and measured reflectances is between 16.7–19.2%, which infers underestimation of MTSAT-1R visible calibration. Comparing with other two calibration methods, i.e. inter-calibration (grey lines) and liquid cloud method (black lines), the DCC method seems to produce consistent results since crosses pass the black and grey lines in Fig. 3. 
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Figure 1. Scatter plots between simulated and measured MODIS 0.6-μm reflectances for (a) Terra and (b) MODIS. Each cross represents daily averaged value. Solid line shows perfect match, and dashed line represent ±5% error range. 
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Figure 2. Scatter plots between simulated and measured SEVIRI 0.6-μm reflectances. Each cross represents daily averaged value. Grey line is obtained from inter-calibration, and black line is obtained from the liquid cloud calibration method. Dashed line represents perfect match.
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Figure 3. Same as in Fig. 2 but for MTSAT-1R 0.7-μm cahnnel.
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