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Introduction
The Global Space-based Inter-Calibration System (GSICS) aims to inter-calibrate a diverse range of satellite instruments to produce corrections ensuring their data are consistent, allowing them to be used to produce globally homogeneous products for environmental monitoring. Although these instruments operate on different technologies for different applications, their inter-calibration can be based on common principles: Observations are collocated, transformed, compared and analysed to produce calibration correction functions, transforming the observations to common references. To ensure the maximum consistency and traceability, it is desirable to base all the inter-calibration algorithms on common principles, following a hierarchical approach, described here.
This algorithm is defined as a series of generic steps revised at the GSICS Data Working Group web meeting (November 2009):

1) Subsetting

2) Collocating
3) Transforming
4) Filtering
5) Monitoring
6) Correcting
Each step comprises a number of discrete components, outlined in the Contents. 
Each component can be defined in a hierarchical way, starting from purposes, which apply to all inter-calibrations, building up to implementation details for specific instrument pairs:

i. Describe the purpose of each component in this generic data flow.

ii. Provide different options for how these may be implemented in general.

iii. Recommend procedures for the inter-calibration class (e.g. GEO-LEO).

iv. Provide specific details for each instrument pair (e.g. SEVIRI-IASI).

Each component is defined independently and may exist in different versions. The implementation of the algorithm need only follow the overall logic – so the components need not be executed strictly sequentially. For example, some parts may be performed iteratively, or multiple components may be combined within a single loop in the code. 

GSICS aims to define a “baseline” algorithm by identifying one version of each component, against which the performance of other versions may be compared. 

[image: image1]
Figure 1: Diagram of generic data flow for inter-calibration of monitored (MON) instrument with respect to reference (REF) instrument
Summary of PATMOS-x ATBD
This document forms the Algorithm Theoretical Basis Document (ATBD) for the PATMOS-x inter-calibration of visible channels 1 (red) and 2 (near infrared) of all AVHRRs on TIROS-N through NOAA-19 and Metop-A with MODIS on Aqua and Terra.  In addition, ground targets in the Libyan Desert and Dome C, Antarctica are used.  The PATMOS-x AVHHRR Calibration is a set of calibration slopes that are to be used when converting raw AVHRR counts to reflectance for AVHRR channels 1 and 2.  They are not intended to correct reflectances which have been computed from AVHRR using some other calibration.
The main documentation for this calibration is found in a pair of papers published in the International Journal of Remote Sensing.  The paper

MOLLING, C.C., HEIDINGER, A.K., STRAKA III, W.C. and WU, X., 2010, Calibrations for AVHRR channels 1 and 2: review and path toward consensus. International Journal of Remote Sensing, 31:6519 - 6540
reviews the necessity of and circumstances for calibrating AVHRR channels 1 and 2, provides an overview of past calibration research, and recommends a group of consensus data sets and techniques that all calibration research should use for these channels.  The paper
HEIDINGER, A.K., STRAKA III, W.C., MOLLING, C.C., and SULLIVAN, J.T., 2010, Deriving an inter-sensor consistent calibration for the AVHRR solar reflectance data record.  International Journal of Remote Sensing, 31:6493 - 6517
explains the methods used in the PATMOS-x Level2b calibration and provides the calibration coefficients.

This ATDB will include different versions of the PATMOS-x Level2b specific algorithm, which are labelled with a version number. This identifies whether they were implemented as in the main references listed above (v1.0), or in subsequent modifications (versions to be identified).
v1.0 is the designation of the initial version of this ATBD, which was published in Heidinger et al., 2010.
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1. Subsetting

Acquisition of raw satellite data is obviously a critical first step in an inter-calibration method based on comparing collocated observations. To facilitate the acquisition of data for the purpose of inter-comparison of satellite instruments, prediction of the time and location of collocation events is also import.


[image: image2]
Figure 2: Step 1 of Generic Data Flow, showing inputs and outputs.
MON refers to the monitored instrument. REF refers to the reference instrument.
1.a. Select Data
1.a.i. Purpose

We first perform a rough cut to reduce the data volume and only include relevant portions of the dataset (channels, area, time, viewing geometry). The purpose is to select portions of data collected by the two instruments that are likely to produce collocations and/or views of Regions of Interest (RoI). This is desirable because typically a very small fraction of measurements are collocated or of the RoIs. The processing time is reduced substantially by excluding measurements not in the desired locations. 

Data is selected on a per-orbit or per-image basis. To do this, we need to know something about the characteristics of the views likely to be seen at the collocations in order to choose which locations and dates are suitable for calibration.
1.a.ii. General Options

1.a.ii.v1.1. The most efficient approach is to first decide which data are likely to have characteristics suitable for the calibration method.  Then one can use the observed orbital parameters (such as the Two Line Elements or TLE) with orbit prediction software such as Simplified General Perturbations Satellite Orbit Model 4 (SGP4). 
1.a.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
1.a.iii.v1.1. As the sensors measure sun-sourced energy reflected back toward the sensor, only daytime data are selected.  Furthermore, imagery with high sun angles is preferred.  For inter-calibrations between polar-orbiting satellites, any two satellites in different orbits (not training) will cross multiple times per month.  These are referred to as Simultaneous Nadir Overpasses (SNOs), and tend to occur in bands at high latitudes, so only data at these high latitudes and those over additional selected ground targets are required.
1.a.iv. AVHRR-MODIS specific
1.a.iv.v1.1. The monitored instruments (MON) are the Advanced Very High Resolution Radiometers (AVHRR) on National Oceanographic and Atmospheric Administration (NOAA) Polar-orbiting Operational Environmental Satellite (POES) and European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) Metop spacecraft.  All Global Area Coverage (GAC) Level 1b files for AVHRRs from TIROS-N through NOAA-19 and Metop-A were downloaded from the Comprehensive Large Array-data Stewardship System (CLASS) archive (http://www.nsof.class.noaa.gov/saa/products/welcome).  Files were stored locally on disk for processing.  Level1b GAC files for AVHRR are nominally 4 km subsetted and averaged level 1b data with navigation and quality control appended.

The reference instruments (REF) are the Moderate Resolution Imaging Spectrometers (MODIS) on Aqua and Terra.  MYD02SSH  and MYD02SSH Collection 5 files were downloaded from Level 1 and Atmosphere Archive and Distributions System (LAADS Web) archive (http://ladsweb.nascom.nasa.gov/).  Files were stored locally on disk for processing.  MYD02SSH files are nominally 5km subsetted level 1b data reprocessed to contain improved navigation, noise reduction, and cloud mask.  In some cases, an AVHRR on one spacecraft is used as a reference for a coeval AVHRR on a different spacecraft.  The reference AVHRR data types used are the same as for the monitored AVHRR.

Constant-reflectance ground targets are used to calibrate AVHRR during and before the MODIS era.  However, the benchmark reflectances of the ground targets are determined using MODIS during the MODIS era.  No other independent data sources are used.

All AVHRR data will be used for another purpose, so the entire archive was downloaded by the authors.  However, only relevant MODIS imagery was downloaded:  daytime scenes in high latitudes during periods of high sun angle (Jun 15 – Aug 15 for northern hemisphere; Dec 15 – Feb 15 for southern hemisphere).  Also downloaded were scenes of the Libyan ROI (defined in 3.b.iv) during the entire year.
1.b. Grid Data

In some cases it is beneficial to reduce the data from both the MON and REF instruments to a common resolution in order to reduce the data volume and make comparisons easier.
1.b.i. General Options

1.b.i.v1.1. The most efficient approach is to subset the data with a grid, either by averaging or by selecting nearest neighbors to the grid center. 
1.b.ii. Solar LEO-LEO inter-satellite/inter-sensor Class
1.b.ii.v1.1. As there is an expected amount of variability among the pixels near expected collocations and ROIs, and the navigation may contain errors up to several km, establishing a grid and averaging pixels that fall within each grid cell boundary will provide some compensation for the different locations of individual pixels of the MON vs. REF instruments.
1.b.iii. AVHRR-MODIS Specific

1.b.iii.v1.1. AVHRR and MODIS data were composited to a common 0.5 degree latitude by 0.5 degree longitude grid (see Section 3) by averaging all pixels in each grid cell.  Pixel values (reflectances or counts), times, and locations are averaged.
2. Find Collocations

A set of observations from a pair of instruments within a common period (e.g. 1 day) is required as input to the algorithm. The first step is to obtain these data from both instruments, select the relevant comparable portions and identify the pixels  that are spatially collocated, temporally concurrent, geometrically aligned and spectrally compatible and calculate the mean and variance of these radiances.
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Figure 3: Step 2 of Generic Data Flow, showing inputs and outputs
2.a. Collocation in Space 
2.a.i. Purpose

Following the first step of selecting general times and locations of appropriate data, we define which data can be used in the direct comparison. To do this, we first extract the central location of each instruments’ pixels and determine which pixels can considered to be collocated, based on their centres being separated by less than a pre-determined threshold distance. At the same time we identify the pixels that define the target area and environment around each collocation. These are later averaged in 2.c.

The target area is defined to be a little larger than the larger Field of View (FoV) of the instruments so it covers all the contributing radiation in event of small navigation errors, while being large enough to ensure reliable statistics of the variance are available. The exact ratio of the target area to the FoV will be instrument-specific, but in general will range 1 to 3 times the FoV, with a minimum of 9 'independent' pixels. 
The environment is considered to be the illumination conditions and the type of scene in the FoV, for example cloud, land, sea, ice, etc.  Selection criteria for environment are discussed in the Filtering section (4).
2.a.ii. General Options

2.a.ii.v1.1. The most efficient method is to use the observed orbital parameters (such as the Two Line Elements or TLE) with orbit prediction software such as Simplified General Perturbations Satellite Orbit Model 4 (SGP4) to identify the times and latitude/longitude coordinates of collocations. 
2.a.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
2.a.iii.v1.1. SGP4 is used to identify SNO times and locations during the time period in which two POES are in orbit simultaneously.  SNOs are calculated only during the time of year in which the solar zenith angle is highest.  SNO time/locations are used to select times/locations of data to use in calibration.
2.a.iv. AVHRR-MODIS Specific
2.a.iv.v1.1. SNOs are computed between MODIS and AVHRR during the MODIS era and between AVHRR and AVHRR during the entire POES era.  The SNOs are computed only for the northern hemisphere. MODIS/AVHRR SNOs are computed for data from Jun 15 – Aug 15, while AVHRR/AVHRR SNOs are computed during Jul 10 – Aug 10.  The target area is defined to be the same as the 0.5 x 0.5 degree grid.  Although the physical area of these 0.5 x 0.5 degree grid cells change with latitude, collocations tend to occur in latitudinal bands at high latitudes so that the grid cells, and therefore target areas, are of a similar size.  Grid cells that contain the latitude/longitude coordinate of the calculated SNO are considered to be collocated.
2.b. Concurrent in Time
2.b.i. Purpose

Next we need to identify which of those pixels identified in the previous step as spatially collocated are also collocated in time. Although even collocated measurements at very different times may contribute to the inter-calibration, if treated properly, the capability of processing collocated measurements is limited and the more closely concurrent ones are more valuable for the inter-calibration.
2.b.ii. General Options

2.b.ii.v1.1. Data identified as being spatially collocated are tested sequentially to check whether the observations from both instruments were sampled sufficiently closely in time – i.e. separated in time by no more than a specific threshold. This threshold should be chosen to allow a sufficient number of collocations, while not introducing excessive noise due to temporal variability of the target radiance relative to its spatial variability on a scale of the collocation target area.
2.b.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
2.b.iii.v1.1. Data are considered to be simultaneous if the average acquisition time difference is a small amount.
2.b.iv. AVHRR-MODIS Specific
2.b.iv.v1.1. Data are considered to be simultaneous if the average acquisition times are within 5 minutes of each other.  This applies to AVHRR/MODIS and AVHRR/AVHRR SNOs.
2.c. Alignment in Viewing Geometry

2.c.i. Purpose

The next step is to ensure the selected collocated pixels have been observed under comparable conditions. This means they should be aligned such that they view the surface at similar incidence angles (which may include azimuth and polarisation as well as elevation angles) through similar atmospheric paths.
2.c.ii. General Options

Data identified as being spatially and temporally collocated are tested sequentially to check whether the viewing geometry of the observations from both instruments was sufficiently close. The criterion for zenith angle is defined in terms of atmospheric path length, according to the difference in the secant of the observations’ zenith angles and the difference in azimuth angles. If these are less than pre-determined thresholds the collocated pixels can be considered to be aligned in viewing geometry and included in further analysis. Otherwise they are rejected. 

2.c.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
2.c.iii.v1.1. Using data with a small sensor zenith angle reduces the effects of azimuth and polarity, so that both may be ignored.
2.c.iv. AVHRR-MODIS Specific
2.c.iv.v1.1. Data identified as being spatially and temporally collocated are rejected if the sensor zenith angle is 5° or greater.
2.d. Pre-Select Channels
2.d.i. Purpose

Only broadly comparable channels from both instruments are selected to reduce data volume.
2.d.ii. General Options

2.d.ii.v1.1. This selection is based on pre-determined criteria for each instrument pair.
2.d.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
2.d.iii.v1.1. The channels of the LEO sensors are selected in the red and near infrared (NIR) range from about 0.55 to 1.2 µm, plus two MODIS thermal channels.
2.d.iv. AVHRR-MODIS Specific
2.d.iv.v1.1. Channels 1 and 2 of AVHRR are to be calibrated.  The AVHRR red channel (1) is about 0.55-0.9 μm for TIROS-N and 0.55-0.7 μm for later AVHRRs.  The AVHRR NIR channel (2) is about 0.7-1.1 μm for TIROS-N and 0.7-1.0 μm for later AVHRRs.  The corresponding MODIS red channel is (1): 0.62-0.67 μm, and the corresponding MODIS NIR channel is (2): 0.84-0.88 μm.  The MODIS thermal channels 17 and 18, 0.89-0.92 μm and 0.93-0.94 μm, respectively, are also used to establish the ratio between MODIS and AVHRR reflectance (see Section 3.b).
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Figure 4: NOAA-17 AVHRR solar reflectance channel spectral response functions (grey regions) overlaid onto a nadir transmission spectrum for a standard tropical atmosphere (McClatchey et al., 1971).  Channels 1 and 2 are labeled Ch1 and Ch2, respectively.
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Figure 5: Spectral response functions (grey-regions) of the TERRA/MODIS channels used to calibrate the AVHRR channel-1 and channel-2 overlaid onto a nadir transmission spectrum for a standard tropical atmosphere (McClatchey et al., 1971).  Channels 1 and 2 are labeled Ch1 and Ch2, respectively.  The spectral response functions for channels 17 and 18 are not shown.
2.e. Plot Collocation Map

2.e.i. Purpose

When interpreting the inter-calibration results it is often helpful to visualise the distribution of the source data used in the comparison. 
2.e.ii. General Options

2.e.ii.v1.1. This can be achieved by producing a map showing the distribution of collocation targets (SNOs).
2.e.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

2.e.iii.v1.1. A map can produced showing all the LEO-LEO pixels meeting the collocation criteria every day. These points are overlaid on a background map. This allows the distribution to be visualised and considered in the interpretation of the results.  Typically only occasional maps are produced as examples to show the general location of SNOs.
2.e.iv. AVHRR-AVHRR and AVHRR-MODIS Specific

2.e.iv.v1.1. Collocations occur in latitudinal bands in the high latitudes of the northern and southern hemispheres.  Figure 6 shows such an example plot, with a “+” marking each collocation. 
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Figure 6: Simultaneous Nadir Overpasses (plus symbols) for NOAA-18 and NOAA-17 during August 2007.  SNOs for polar orbiting spacecraft occur in bands near the poles, yielding simultaneous views which may be ocean, cloud or land.  SNOs do not occur over the Libyan Desert (L) or Dome C (C) RoIs.
3. Transform Data
In this step, collocated data are transformed to allow their direct comparison. This includes modifying the spectral, temporal and spatial characteristics of the observations, which requires knowledge of the instruments’ characteristics. The outputs of this step are the best estimates of the channel radiances, together with estimates of their uncertainty.


[image: image7]
Figure 7: Step 3 of Generic Data Flow, showing inputs and outputs

3.a. Convert Radiances and/or Reflectances 
3.a.i. Purpose

Convert observations from the REF instrument to a MON instrument-equivalent to allow calibration of MON observations.
3.a.ii. General Options

3.a.ii.v1.1. Radiance/Reflectance observations can be converted from the REF instrument to the MON instrument-equivalent radiances/reflectances using published spectral response functions.  MON data can be left in observed units (e.g. counts) for comparison to converted radiances/reflectances from other REF instruments and/or observed units from other MON instruments.
3.a.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
3.a.iii.v1.1. Comparison is performed in reflectance/count units or count/count units as appropriate.
3.a.iv. AVHRR-MODIS Specific
3.a.iv.v1.1. The MODIS reflectances are converted to AVHRR equivalents (see 3.b), using each instrument’s Spectral Response Function. 

AVHRR/3 dual-gain counts are converted to single-gain counts using information obtained from ITT engineers (see Heidinger et al. 2010):
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where
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 is the single slope absolute count, 
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 is the dual-slope dark count, 
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 is the single slope count value at the dual-slope switch count.  This is done so that all AVHRRs have single-gain relationships between counts and reflectances.
3.b. Spectral Matching
3.b.i. Purpose

Firstly, we must identify which channel sets provide sufficient common information to allow meaningful inter-calibration. These are then transformed into comparable information, accounting for the deficiencies in channel matches.
3.b.ii. General Options

3.b.ii.v1.1. The Spectral Response Functions (SRFs) must be defined for all channels. The observations of channels identified as comparable are then co-averaged using pre-determined weightings to give converted channel radiances. A Radiative Transfer Model can be used to account for any differences in the channels’ characteristics. The uncertainty due to spectral mismatches is then estimated for each channel.
3.b.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
The REF channels are converted to their equivalent MON channel reflectances using both the SRFs for both instruments.  If available, certain REF channels can be used to infer the total path water vapour of scenes, which may be needed in order to convert REF to MON-equivalent reflectances.

3.b.iii.v1.1. Heidinger et al. (2002) showed that the channel 18 to channel 17 ratio for MODIS is correlated to the total path water vapour of the scene, which can be used in the conversion of a MODIS reflectance to that of another instrument for both cloudy and clear scenes.
3.b.iv. AVHRR-MODIS Specific
3.b.iv.v1.1. The MODIS channels are converted to their equivalent AVHRR channel reflectances using both the SRFs for MODIS and AVHRR and by using the ratio between MODIS channels 18 and 17 to infer the ratio between AVHRR and MODIS, which is a function of total path water vapor.

Although the central wavenumbers are similar, MODIS channels 1 and 2 are much narrower than those for AVHRR.  Channel 1 for AVHRR and MODIS are both quite clear of absorption bands, but AVHRR channel 2 contains two water absorption bands at 0.82 and 0.94 µm.  The narrower MODIS channel 2 avoids these.

For conditions characteristic of where SNOs between MODIS and AVHRR occur, MODTRAN4 (Anderson et al. 1999) is used to compute the ratio between AVHRR and MODIS reflectances.  All TIGR3 profiles above 60° N were used.  For sea ice reflectance, the MOSART Sea Ice model within MODTRAN4 was used.  The standard MODTRAN4 cloud models were used for cloudy scenes: water clouds for those less than 4 km and ice clouds for those above 4 km.  A marine aerosol profile, nadir view angle, and randomly varied solar zenith angles were used.  No land scenes were used to avoid effects of vegetation.  The ratio between the two reflectances was computed and fit to the following equation
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Coefficients 
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 were computed for each AVHRR during the MODIS era, for channels 1 and 2.  These ratios are constant for each instrument/channel.  They are used to convert MODIS reflectances at SNOs to equivalent AVHRR reflectances.

In addition, Representative Regions of Interest (RoI) are selected and relationships between the observed reference instrument reflectances within the RoI and solar zenith angle are calculated for each channel. These functions are used to adjust for differing illumination angles, even though view angles may be identical.  As the range of illumination angles may be limited for the reference instrument, only a subset of the monitored instrument data having illumination angles in the same range is used for calibration.

Two RoIs are identified: Dome C, Antarctica (75°S, 123°E) and the Libyan Desert (LDT, 21-23°N, 28-29°E).  As MODIS and AVHRR do not have SNOs at the RoIs, a slightly different method is used to compute the ratio Between MODIS reflectances and “perfectly calibrated” AVHRRs.  First calculated is the mean MODIS reflectance at each target as a function of the cosine of the solar zenith angle – a nearly linear relationship – expressed as a quadratic.  This function is computed using MODIS observations during Dec-Feb, 2000-2008 for Dome C and all months during 2000-2008 for Libya.  Separate relationships for Terra and Aqua are computed.

Next, the ratios between “perfectly calibrated” AVHRRs and MODIS are computed with an equation that includes total path water (tpw), where the path is defined by the sun-target-sensor geometry.  This is needed because MODIS and AVHRR do not see the target at the same time, so MODIS channels 17 and 18 cannot be used to correct for water vapor.  The equation used for Libya is

The equation for Dome C is identical, with a separate set of fitting parameters calculated for the Dome C RoI.  The NCEP Reanalysis is used for total precipitable water in the MODTRAN4-based conversion of MODIS to AVHRR reflectances.  Clear sky MODTRAN4 simulations are run using TIGR3 profiles poleward of 66°S with the default marine aerosol model and the MOSART Antarctic Snow spectrum for Dome C.  For Libya, TIGR3 profiles over the Saharan Desert with the default desert aerosol model and the MOSART Desert spectrum are used.

To compute AVHRR calibration slopes at each target, for each overpass of an AVHRR (nadir view only), the following is done:  The mean MODIS reflectance at the target is calculated using the solar zenith angle relationship found earlier.  Then equation (4) is used to convert the MODIS reflectance to the AVHRR equivalent reflectance.  The AVHRR counts are subsequently regressed against these equivalent reflectances.  Earlier examination indicated that allowing the intercept to vary or forcing it through zero resulted in fits with very small differences.  The regression adopted uses a linear relationship forced through the origin.  Mean slopes are computed on a monthly basis for those months in which there is at least one SNO.


Dome C
As Dome C is only illuminated during Austral Summer months, data from December-February are used.  Nadir AVHRR counts with average solar zenith angles from 58° to 75° (matching MODIS range) are used.  Only clear scenes are used – cloud detection is done by eliminating any observations for which the standard deviation of the 11 m brightness temperature exceeds a threshold of 0.2 K or the standard deviation of the 0.63 m reflectance exceeds a threshold of 0.2%.

Libyan Desert
The method is nearly identical to that for Dome C.  Data for the entire year were used.  The NESDIS operational cloud mask is used to identify clear versus cloudy scenes.  Data having solar zenith angles between about 10° and 50° are used.  Morning satellites have too large of solar zenith angles at this RoI, so they are not directly calibrated with Libyan Desert. 
3.c. Spatial Matching
3.c.i. Purpose

The observations from each instrument are transformed to comparable spatial scales. This is done before computing the SNOs so that when collocation coordinates are available, the mean counts, mean radiances, and so forth are already available on the common spatial scale.
3.c.ii. General Options

3.c.ii.v1.1. The pixel level data has different sized footprints and varying accuracies in navigation.  To avoid costly renavigation and loss of accuracy due to interpolation, pixel level data are averaged on a coarser equal-angle grid.
3.c.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

3.c.iii.v1.1. The size of the equal area grid is determined by calculating the equivalent angle of the larger footprint at the latitude of the SNOs, which is about 70° north or south latitude for AVHRR/MODIS SNOs, and using a multiple of that number in order to have several measurements in each grid cell.
3.c.iv. AVHRR-MODIS Specific

3.c.iv.v1.1. AVHRR GAC is nominally 4 km resolution, while MODIS Collection 5 is 5 km.  At 70° latitude, 5 km is 0.13°.  We selected a 0.5° degree grid to allow 3 to 4 MODIS pixels east/west in the grid cell.
3.d. Viewing Geometry Matching
3.d.i. Purpose

Despite the collocation criteria described in 1.d, each instrument can measure radiance from the collocation targets in slightly different viewing geometry. Given a large number of collocations, one can select data having nearly the same viewing geometry to avoid having to correct for viewing geometry differences. 
3.d.ii. General Options

3.d.ii.v1.1. Differences in viewing geometry within the collocation criteria described in 1.d are assumed to be negligible and ignored in further analysis.

3.d.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

3.d.iii.v1.1. Differences in viewing geometry within the collocation criteria described in 1.d are assumed to be negligible and ignored in further analysis.

3.d.iv. AVHRR-MODIS Specific

3.d.iv.v1.1. Grid cells with average satellite view angles less than 5° are assumed to have identical viewing geometry.

3.e. Temporal Matching

3.e.i. Purpose

Different instruments measure radiance from the collocation targets at different times. The impact of this difference can usually be reduced by careful selection, given enough collocations to choose from. The timing difference between instruments’ observations is established and the uncertainty of the comparison is estimated based on (expected or observed) variability over this timescale. 
3.e.ii. General Options

3.e.ii.v1.1. Each instrument’s sample timings are identified.
3.e.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

3.e.iii.v1.1. The clock data for each pixel is included in the pixel level data set.  Any available clock corrections are applied.  These times are averaged on the coarser grid and used to determine the degree of simultaneousness of the observations around the SNO.

3.e.iv. AVHRR-MODIS Specific

3.e.iv.v1.1. Grids cells whose MODIS/AVHRR data are acquired within 5 minutes of the acquisition time of the AVHRR data are considered to be simultaneous.

4. Filtering

The collocated and transformed data will be archived for analysis. Before that, the GSICS inter-calibration algorithm reserves the opportunity to remove certain data that should not be analyzed (quality control), and to add auxiliary data that will add further analysis. For example, it may be useful to incorporate land/sea/ice masks and/or cloud flags to better classify the results. 


[image: image22]
Figure 8: Step 4 of Generic Data Flow, showing inputs and outputs.

4.a. Uniformity Test
4.a.i. Purpose

Knowledge of scene uniformity is critical in reducing and evaluating inter-calibration uncertainty. To reduce uncertainty in the comparison due to spatial/temporal mismatches, the collocation dataset may be filtered so only observations in homogenous scenes are compared.
4.a.ii. General Options

4.a.ii.v1.1. SNOs are accepted over ocean, cloud and sea ice during high sun angle days of the year.  Land-view SNOs are rejected for some purposes.
4.a.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

4.a.iii.v1.1. SNOs over the Northern Hemisphere during high sun angle times are used.
4.a.iv. AVHRR-MODIS Specific

4.a.iv.v1.1. SNOs over the Northern Hemisphere during Jun 15 - Aug 15 are used for AVHRR/MODIS.  SNOs over the Northern Hemisphere during Jul 10 - Aug 10 are used for AVHRR/AVHRR.  Land scenes are rejected for AVHRR/MODIS SNOs in order to reduce the effects of large spectral variability of vegetation.  All AVHRR/AVHRR SNOs are used regardless of view.  As SNOs in the Southern Hemisphere are predominantly over the ice sheet, and therefore do not provide a large dynamic range, Southern Hemisphere SNOs were not used.
4.b. Outlier Rejection
4.b.i. Purpose

To prevent anomalous observations having undue influence on the results, ‘outliers’ may be identified and rejected on a statistical basis. Anomalous values may exist in otherwise uniform scenes. 
4.b.ii. General Options

4.b.ii.v1.1. In general, dark scenes were identified as having the most variability.

4.b.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

4.b.iii.v1.1. SNOs are rejected based on mean count of the MON instrument.

4.b.iv. AVHRR-MODIS Specific

4.b.iv.v1.1. AVHRR/MODIS SNO scenes with AVHRR counts below 100 were rejected to avoid impact of low reflectance outliers.  SNOs within 1 standard deviation of an initial linear fit are used; those outside are rejected.  All scenes were used for AVHRR/AVHRR SNOs.
4.c. Auxiliary Datasets
4.c.i. Purpose

It may be useful to incorporate land/sea/ice masks and/or cloud flags to allow analysis of statistics in terms of other geophysical variables – e.g. land/sea/ice, cloud cover, etc.  

4.c.ii. General Options

4.c.ii.v1.1. Additional data sets are needed to provide total precipitable water and cloud masking for some of the analyses.
4.c.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

4.c.iii.v1.1. Total precipitable water in the MODTRAN4-based conversion of REF to MON reflectances, and a cloud mask may be used for data over Regions of Interest.
4.c.iv. AVHRR-MODIS Specific

4.c.iv.v1.1. The NCEP Reanalysis is used for total precipitable water in the MODTRAN4-based conversion of MODIS to AVHRR reflectances for both Dome C and Libyan Desert.  The NESDIS operational cloud mask was used to identify clear versus cloudy scenes over Libyan Desert.  As mentioned previously, the MODIS thermal channels 17 and 18, are used to establish the ratio between MODIS and AVHRR reflectance (see Section 3.b).
5. Monitoring
This step includes the actual comparison of the collocated radiances produced in Steps 1-4, the production of statistics summarising the results to be used in the Correcting step, and reporting any differences in ways meaningful to a range of users. 


[image: image23]
Figure 9: Step 5 of Generic Data Flow, showing inputs and outputs.

5.a. Define  Standard Radiances
5.a.i. Purpose

This component provides standard reference scene radiances at which instruments’ inter-calibration bias can be directly compared and conveniently expressed in units understandable by the users. Because biases can be scene-dependent, it is necessary to define channel-specific standard radiances. More than one standard radiance may be needed for different applications – e.g. clear/cloudy, day/night. This component is carried out offline.  
5.a.ii. General Options

5.a.ii.v1.1. A representative Region of Interest (RoI) is selected and histograms of the observed radiances within RoI are calculated for each channel. Histogram peaks are identified corresponding to clear/cloudy scenes to define standard radiances. These are determined a priori from representative sets of observations.
5.a.iii. Solar LEO-LEO inter-satellite/inter-sensor Class
5.a.iii.v1.1. Not implemented at this time.
5.a.iv. AVHRR-MODIS Specific

5.a.iv.v1.1. Not implemented at this time.
5.b. Regression of Most Recent Results
5.b.i. Purpose

Regression is used as the basis of the systematic comparison of collocated reflectances versus counts from two instruments. Regression coefficients shall be made available to users to apply the GSICS Correction to the monitored instrument, re-calibrating its radiances to be consistent with those of the reference instrument. Scatterplots of the regression data should also be produced to allow visualisation of the distribution of radiances.

Regressions also allow us to investigate how biases depend on various geophysical variables and provides statistics of any significant dependences, which can used to refine corrections and allows investigation of the possible causes. Such investigations should be carried out offline and may result in future refinements to the ATBD.
5.b.ii. General Options

5.b.ii.v1.1. Weighted averages are used depending on the source, in order to account for greater uncertainty of non-collocated RoIs compared to the lesser uncertainty of collocated scene reflectances.
5.b.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

An equation that allows the calibration to change over time in a non-linear fashion is used. 
5.b.iv. AVHRR-MODIS Specific
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5.b.iv.v1.1. The regression for each channel/AVHRR is fit according to this equation:

where 
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 is the calibration slope (reflectance/count) at time=0 and 
[image: image26.wmf]t

 is the time after launch expressed in years.  All comparison data are combined in the computation of the channel/AVHRR slope versus time: AVHRR/MODIS SNOs, Dome C reflectances, Libyan Desert reflectances, and AVHRR/AVHRR SNOs.  The AVHRR/AVHRR SNOs do not provide a slope directly (as they are count/count ratios), but are used to transfer Dome C and Libya reflectances from other AVHRRs to the AVHRR of interest.  AVHRR-equivalent MODIS reflectances are assumed to have an error of 2% for each channel for SNOs.  Dome C equivalent reflectances are assumed to have a total error of 3% for each channel. Libyan Desert reflectances have an error of 4% for channel 1 and 4.5% for channel 2 (due to the water vapour uncertainty).  The errors are used in the IDL function POLY_FIT to determine weights in the fitting process.  The coefficients for the most recent fit are contained in Table 1.



Table 1. Calibration slope parameters for Channel 1 and 2 of all AVHRR sensors.

	Satellite
	Channel-1
	Channel-2
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	TIROS-N
	0.105
	27.015
	-12.876
	0.121
	10.709
	-0.643

	NOAA-6
	0.088
	47.977
	-16.122
	0.077
	97.301
	-32.590

	NOAA-7
	0.117
	3.635
	0.045
	0.119
	6.579
	-0.620

	NOAA-8
	0.116
	14.177
	-2.729
	0.132
	12.611
	-2.713

	NOAA-9
	0.110
	3.242
	0.793
	0.117
	2.365
	0.155

	NOAA-10
	0.108
	9.819
	-1.615
	0.127
	5.201
	-0.707

	NOAA-11
	0.114
	0.022
	0.091
	0.116
	0.299
	0.045

	NOAA-12
	0.123
	2.624
	-0.116
	0.147
	1.191
	-0.041

	NOAA-14
	0.120
	5.034
	-0.489
	0.147
	0.023
	0.311

	NOAA-15
	0.121
	0.447
	-0.060
	0.135
	0.035
	0.007

	NOAA-16
	0.112
	0.306
	0.025
	0.116
	0.586
	0.036

	NOAA-17
	0.115
	1.707
	-0.151
	0.130
	3.117
	-0.265

	NOAA-18
	0.111
	3.068
	-0.443
	0.119
	4.541
	-0.611

	NOAA-19
	0.112
	-5.985
	-8.687
	0.117
	2.263
	0.748

	Metop-A
	0.111
	1.797
	-0.352
	0.127
	2.149
	-0.225


5.c. Bias Calculation
5.c.i. Purpose

Inter-calibration biases should be directly comparable for representative scenes and conveniently expressed in units understandable by the users. Because biases can be scene-dependent, they are evaluated here at the standard radiances defined in 4.a. 
5.c.ii. General Options

5.c.ii.v1.1. Regression coefficients are applied to estimate expected bias, 
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and
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The results may be expressed in absolute or percentage bias in radiance, or brightness temperature differences.


5.c.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

5.c.iii.v1.1. Biases and their uncertainties are expressed in terms of the calibration slope.
5.c.iv. AVHRR-MODIS Specific

5.c.iv.v1.1. Bias and standard deviation of the calibration slope are calculated for individual calibration sources (Libya, Dome C, AVHRR/AVHRR SNO, AVHRR/MODIS SNO) and for all calibration sources for each satellite.  The bias and standard deviation values apply to the entire calibration period of each satellite, which begins with the first SNO or calibration target view during the operational period of the AVHRR(s) and extends through the last SNO/view during the operational period, or August 2009, which ever came first.  Bias results for all calibration sources as a group are provided in Table 2 (from Heidinger et al., 2010; see this paper for biases and standard deviations calculated for individual calibration sources).  Biases are not zero with respect to the mean of all sources, because different sources are given different weights in the fitting process. The same calculations are done for all satellites as a group (not shown).  


Table 2. Bias and standard deviation of the calibration slope time series for AVHRR channels 1 and 2.  Values are percentages relative to the mean values of calibration slopes from all calibration sources.
	Satellite
	Channel-1
	Channel-2

	
	Bias
	Standard deviation
	Bias
	Standard deviation

	TIROS-N
	-0.096
	2. 011
	0.009
	2.768

	NOAA-6
	-0.039
	1.100
	0.040
	1.978

	NOAA-7
	0.176
	2.125
	-0.061
	2.744

	NOAA-8
	0.098
	1.822
	-0.004
	2.288

	NOAA-9
	-0.120
	2.350
	-0.195
	2.862

	NOAA-10
	0.055
	2.139
	0.207
	2.533

	NOAA-11
	-0.101
	2.294
	0.253
	2.955

	NOAA-12
	-0.036
	2.619
	0.146
	2.862

	NOAA-14
	-0.095
	2.278
	0.478
	2.784

	NOAA-15
	-0.316
	2.745
	1.838
	2.872

	NOAA-16
	-0.273
	2.235
	1.657
	2.631

	NOAA-17
	-0.051
	2.505
	1.304
	2.640

	NOAA-18
	-0.075
	2.376
	1.022
	2.551

	NOAA-19
	-0.165
	2.114
	0.072
	2.360

	 Metop-A
	-0.479
	2.236
	1.096
	2.264


5.d. Consistency Test
5.d.i. Purpose

The most recent results are tested for statistical consistency with the previous time series of results. Users should be alerted to any sudden changes in the calibration of the instruments, allowing them to investigate potential causes and reset trend statistics calculated in 4.c. The consistency test may be performed in terms of regression coefficients or biases.
5.d.ii. General Options

5.d.ii.v1.1. The biases calculated for the calibration from the most recent collocations are compared to the statistics of the biases’ trends calculated in 4.c from previous results. If the most recent result falls outside the 3-σ (99.7%) confidence limits estimated from the trend statistics, an alert should be raised. This alert should trigger the Principle Investigator to check the cause of the change and reset the trends by issuing a trend reset.
	
[image: image37.wmf](

)

(

)

(

)

3

ˆ

ˆ

=

³

-

Gaussian

x

y

y

i

x

y

i

i

i

s


	
(8)


5.d.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

5.d.iii.v1.1. Calibrations done on historical sensors (no longer operating) do not require a consistency test, as the entire data record has been used in the calibration.
5.d.iv. AVHRR-MODIS Specific

5.d.iv.v1.1. AVHRRs on TIROS-N through NOAA-14 will not need a consistency test.  Sensors still in operation, AVHRRs on NOAA-15 through Metop-A,  will require a consistency test.
5.e. Trend Calculation
5.e.i. Purpose

It is important to establish whether an instrument’s calibration is changing slowly with time. It is possible to establish this from a time-series of inter-comparisons by calculating a trend line using a regression with date as the independent variable. Only the portion of the time series since the most recent trend reset is analysed, to allow for step changes in the instruments’ calibration.
5.e.ii. General Options

5.e.ii.v1.1. The time series calibration slopes evaluated from standard calibration sources are regressed against the time (date) as the independent variable. The regression can be weighted by the calculated uncertainty on each bias. The regression coefficients including uncertainties (and their covariances) are calculated by the least squares method described in Sullivan (1980). In this case, the variables, xi and yi are time series of Julian dates and radiance biases estimated in 0 for each orbit since the most recent trend reset, respectively. 

5.e.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

5.e.iii.v1.1. An equation that allows non-linear change over time is used to allow for nonlinear changes in calibration.  In the case that some future AVHRR shows an abrupt change in calibration requiring a trend reset, two sets of fit parameters may be used instead of a single equation; one before the abrupt change and one after.
5.e.iv. AVHRR-MODIS Specific

5.e.iv.v1.1. Equation (5) contains two parameters, 
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, which are the trend terms as a function of time since launch, 
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, respectively.  So far it has not been necessary to use more than a single set of fit parameters.
5.f.  Report Results
5.f.i. Purpose

The results should be reported quantifying the magnitude of relative biases by inter-calibration. This should allow users to monitor changes in instrument calibration. 
5.f.ii. General Options

5.f.ii.v1.1. Plots and tables of relative biases and uncertainties for standard calibration sources should be produced. These may show the evolution of the biases and their dependence on geophysical variables. These all results should be uploaded to the GSICS Data and Products server, and made available from the GPRC’s appropriate inter-calibration webpage.
5.f.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

5.f.iii.v1.1. Plots should provided and updated as needed showing the calibration biases for the standard radiances in each channel as time series with uncertainties. The trend line and monthly mean biases (and their uncertainties) should be calculated from these time series, following the example in Figure 10. This allows the most recent result to be tested for consistency with the series of previous results. If significant differences are found operators should be alerted, giving them the opportunity to investigate further.
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Figure 10: Example of time series plot showing relative bias from the fitted calibration slopes for NOAA-18’s AVHRR.
5.f.iv. AVHRR-MODIS Specific

5.f.iv.v1.1. Time series plots and statistics were produced manually on an ad hoc basis.
6. GSICS Correction

This final step of the algorithm is to calculate the GSICS Correction, allowing the calibration of one instrument’s observed data to be modified to become consistent with that of the reference instrument. The form of the GSICS Correction will be defined offline and can be instrument specific. However, application of the correction relies on the Correction Coefficients supplied by the inter-comparisons performed in the previous steps of the algorithm from the Analysis Data.

[image: image43]
Figure 11: Step 6 of Generic Data Flow, showing inputs and outputs, 
and illustrating schematically how the correction could be applied by users.

6.a. Define Smoothing Period (Offline)

6.a.i. Purpose

It is possible to combine data from a time series of inter-comparison results to reduce the random component of the uncertainty on the final GSICS Correction. (See 5.a). However, this requires us to define representative periods over which the results can be smoothed without introducing bias due to calibration drifts during the smoothing period. This period can be defined by comparing the observed rate of change of inter-comparison results with a pre-determined threshold, based on the required or achievable accuracy. In general, this definition is performed offline as it requires an in-depth analysis of the instruments’ relative biases and consideration of likely explanatory mechanisms. However, it could also be fine-tuned in near real-time. The following describes the general approaches that should be implemented.
6.a.ii. General Options

6.a.ii.v1.1. In 4.c.ii.v1.1, time series of radiance biases are regressed against date as the independent variable. This yields an estimate of the rate of change of bias with time, 
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6.a.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

6.a.iii.v1.1. The above method is not necessarily useable, as the calibration sources, notably the SNOs, are not consistently available over time.  A visual inspection may be used instead.
6.a.iv. AVHRR-MODIS Specific

6.a.iv.v1.1. The calibration biases are inspected visually.
6.b. Smooth Results

6.b.i. Purpose

It is possible to combine data from a time series of inter-comparison results to reduce the random component of the uncertainty on the final GSICS Correction. These smoothed coefficients provide the Correction Coefficients used as input to the GSICS Correction.  The smoothing period defined in 5.a is used.
6.b.ii. General Options

6.b.ii.v1.1. Typically, calibration data during entire time period is used in the calculation, as the equation allows for non-linear trends.
6.b.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

6.b.iii.v1.1. To compensate for short time scale variability and uneven temporal availability of calibration data, monthly averages of the calibration slope can be computed during the calibration time period.
6.b.iv. AVHRR-MODIS Specific

6.b.iv.v1.1. Monthly averages of calibration slope are used to derive the parameters for the quadratic fit equation (5).
6.c. Re-Calculate Calibration Coefficients
6.c.i. Purpose

This component aims to produce revised sets of calibration coefficients for one instrument following its inter-calibration against a reference instrument using the Analysis Data provided by Step 4. These would allow users to recalibrate data from the monitored instrument to be consistent with the reference instrument. Tables of recalibration coefficients for near-real-time and archive data should also be produced.
6.c.ii. General Options

6.c.ii.v1.1. The regression coefficients provided as the Analysis Data output from Step 4 are transformed to generate new correction coefficients (together with estimates of their uncertainties as full covariances). These can then be used to convert the observations of the monitored instrument into radiances consistent with the GSICS reference standard. 

6.c.iii. Solar LEO-LEO inter-satellite/inter-sensor Class

6.c.iii.v1.1. Equation (6) and the parameters for the sensor/channel are used to calculate the calibration slope valid at the time of the observation.
6.c.iv. AVHRR-MODIS Specific

6.c.iv.v1.1. Raw counts are converted to reflectance or radiance using the calibrated slope.
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